Solidify Startup Success

EXECUTIVE SUMMARY |
New product launches are one of the more difficult challenges manu-
facturing managers face. When things are done right, the startup moves

forward with challenges, but when things aren't correctly in place on the

front end, big trouble is coming with devastating consequences.
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The call came on a Thursday night.
“Could you get to our plant in
Indiana as soon as possible?” the
executive asked with obvious tension.
“We have some critical production
issues with a new product launch
and we need some serious help to
dig out of a pretty big hole,” he
added. We assumed he would ask
us to stop in some time the following
week to get started, but instead he
said, “I'll look forward to seeing you
tomorrow ASAP, and please drive
carefully,” before hanging up.

We were about to embark on an
emergency house call to a plant that
was in dire straits because of a new
product manufacturing startup gone
bad. It has been said that failing to
plan is truly planning to fail. We
would see that dictum come to life
in this case, which contains valuable
lessons for all manufacturing
managers who contend with the
challenges associated with launching
new products.

The differences between a smooth
startup and a rocky one are significant,
and they are almost always driven by
managers and their approach to pro-
duction engineering and planning.
When plant managers make prudent
decisions with real information and
implement proven engineering and
management practices, the risks can

be minimized and managed.

Startup gone bad

We arrived at the plant about

4:30 p.m. Friday, thinking that
most everyone would be gone for
the weekend. Strangely enough,

we couldn't find one empty space

in the huge parking lot adjacent to
the plant. We entered the plant to
find an enormous amount of chaotic
activity in the front office. We were
shuffled into a crowded conference
room for the production meeting
that was already in progress. We soon
found out that these meetings were

taking place every two hours around

the clock to keep everyone abreast
of the current state of the nightmare
that had been unfolding since the
startup began.

After a brief introduction, we
discussed the status of the rework
inventory, the work-in-process,
uptime on three key production
areas, and what parts needed to
be flown to the customer’s assembly
plant to keep its line running. There
was a hint of panic in the air that
signaled serious trouble as the
operational numbers were reviewed.
Everyone looked exhausted as the
bad news rolled over the group. The
picture on every front was bleak at
best, and the negative numbers told
the story of a startup gone extremely
wrong. This was threatening the
organization’s financial well-being
and its reputation. The risk of losing
the customer loomed very real. As we
sat through the stressful 30-minute
meeting, the plant manager filled us
in on the situation and how this
plant had arrived at this dark point.
In the words of one front-line pro-
duction manager, “Anything that
could go wrong has already gone
wrong at least twice.”

This plant was in the sixth week of
a six-week ramp up of a new vehicle
part launch. The plant was responsi-
ble for producing four interior door
panels, and production this particu-
lar week was scheduled to reach 900
vehicle sets per day (3,600 doors per
day). The plant was to deliver door
panels on a just-in-time basis (not
in sequence, however) to its final
assembly customer, with the releases
coming 24 hours in advance. The
panels were ordered in minimum
quantities of a full rack (eight doors).
There were 12 part numbers for each
rear door and 24 for each front door.

The problem was that production
was averaging only 3,000 doors per
day — a 20 percent shortfall. The
hourly production schedule scramble
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mix for that level of parts, shipment,
expedite through rework, re-sort in
inventory, and compute shortages to
determine air shipments. At present
they were not hitting any production
numbers, and costs were soaring
through the roof.

After the meeting, we spent the
next four hours on the production
floor observing workflow and asking
in-depth questions of all parties con-
cerned. The new product door panels
required three major processes. The
first was injection molding to make
the hard insert of the door panel.
The second was a casting process
to make the cover, which is what is
seen inside the vehicle. The third was
marrying these two components and
injecting foam between them to give
a soft feel inside the vehicle. Each
process had unique variables that
affected quality, consistency, and
overall production performance. In
addition, smaller components were
injection molded or purchased and
assembled to make a completed
door panel.

The plant itself was virtually new,
with state-of-the-art layout, design,
and equipment. The plant was
extremely clean. Aisles and the shop
floor had been sealed in color code
to help with organization. All capital
equipment had been purchased
specifically for this new product pro-
gram. Material handling equipment
linked all processes directly through
assembly to ensure minimal work-in-
process. There seemed to be plenty
of space remaining in the plant
(although temporary storage and
rework areas had been set up to help
contend with the current crisis).
Overall, the plants physical condition
was impressive and appeared to
support the operation.

During this crisis, the amount of
shop floor labor was extremely high,
inefficient, and ineffective in most
respects. As the launch performance
floundered, the costs of efficiency
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became less important than simply
getting the work done to avoid
performance penalties and potentially
losing the customer outright. Thus,
large quantities of people were
thrown into the operation to elimi-
nate production problems and short-
falls (in some cases actually making
the problems worse). People were
everywhere. In many cases it was

.

difficult to determine what they were
actually or supposed to be doing.

Turning around

Our immediate observations and
mandate from the plant management
team required us to figure out a rapid
plan of attack to stop the hemorrhag-
ing of this operation. We suggested
that an additional three industrial

engineers would be needed to map
the current processes from start to
finish, determine approximate stan-
dards for each operation, and deter-
mine current capability at each step
of the process in the next 48 hours.
This critical step in this plant’s turn-
around began at 4:00 a.m. Saturday
with the ultimate goal of developing
a detailed process map that could be




used to sort out the situation.

This key document would become
our scorecard later in the week. This
allowed the entire turnaround team
to begin to focus on data (instead
of opinions or gut feelings) to make
critical decisions and develop an
overall action plan. The process
map identified each step, each flow
to and from that step, approximate

distribution of each flow, process
time and variation, changeover time,
staffing, and current productivity

at each step. The team identified
the cumulative effect of production
losses at each step, which revealed
that approximately 85 percent of
production was not flowing through
the entire process without interrup-
tion. The initial study also revealed

the following key findings about the
current situation, which had clearly
spun out of control:

¢ The layout of the facility was
designed for one-piece production
flow.

« The first-run-through capability

was 15 percent.
* All processes were individually
capable of 120 percent of the current




requirements on a daily basis.

o Alternative flows were not
accounted for in the production
layout, creating tremendous bottle-
necks.

¢ The assembly process was not
designed for mixed-mode produc-
tion.

¢ There were no standard operat-
ing procedures for indirect activities.

¢ The plant was achieving dimin-
ishing returns of productivity in
manual processes.

e Staffing on the shop was approx-
imately double what was required for
100 percent standard performance.

¢ Shop floor employee turnover
was running about 10 percent per
day for a host of reasons.

* Sixty percent of the shop floor
operators and supervisors did not
know or were not trained for their
assignments.

In the next step of the turnaround,
the team of industrial engineers had
two critical assignments: They had
to determine the primary reasons
for lost production at each step of
the production process, and they
had to determine the short- and
long-term design changes required
to improve those process steps.
Short-term was defined as three
days, long-term was three weeks.

The central problem that rapidly
emerged from this analysis was that
the total production system relied
heavily on a tight balance that sim-
ply did not exist except on paper.
This meant that whenever a process
step was blocked due to a quality
problem, lack of training, or simple
process variation, subsequent opera-
tions were stalled and previous oper-
ations were blocked. Essentially,

a hole in the production chain was
created and, by design, could never
be filled. The lack of systems balance
created a snowball effect in the
production process that grew with
each additional lost unit of produc-
tion in each shift. This problem
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stemmed from assumptions and
mandates that were made during
the initial design phase of the new
production process.

The industrial engineers identified
these locations of variation and
redesigned the subsequent steps
to include small buffers of inventory
that could be used to fill production
holes immediately. The average
process times for these steps were
driven down by work simplification
and re-staffing each step in the pro-
duction process. These were simple
solutions that could be quickly
implemented and had an immediate
impact on total throughput. Many
of the material handling designs
that were established to ensure one-
piece flow were redesigned based on
the same premise to include small
buffers of inventory that could be
eliminated at a later date once this
crisis had passed and the kinks in
the production process were better
understood. Line stocking of compo-
nents was quickly identified as
another major source of significant
production holes. A simple two-bin
replacement system was quickly
designed to ensure that there were
no line shortages of components and
that material handling assignments
were simple.

Production supervisors were then
assigned to processing zones with
clear hourly and daily goals across
each shift that were known and
communicated to everyone in their
work area. This gave supervisors
an area of production responsibility
that was truly under their control.
In addition, shop floor reporting
was simplified to a visual system that
allowed all supervisors and managers
to understand where they were each
hour against production goals so that
adjustments could be made quickly
when problems surfaced.

Managers had to learn to work
quickly with a revamped production
system. They also had to find ways
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to get the workforce up-to-speed
concerning the required skill

levels necessary to meet cycle time
demands created by the new process
design. After several chaotic days,
the short-term changes began to
have a profound effect on throughput
and cycle time, and production
numbers began moving in the right
direction. Although the operation
was still in an aggressive 24/7 mode,
air shipments to the customer were
eliminated and daily production

requirements were being met.

Why the mess?

How did this production launch
nightmare occur? This was a Fortune
500 company that was well versed
in the launch and production of
automotive components. But the
company committed a number of
fundamental errors that resulted in
significant negative outcomes. When
you cut through the finger pointing,
fallout, and broken careers, the pri-
mary reason the launch went south
from the start was because members
of the management team assumed
everything was perfectly designed
and properly thought out. It was a
new plant, with new processes and
an energized, experienced leadership
team that was applying the latest
manufacturing philosophies and
practices to capitalize on a significant
new customer order that held great
potential. What could possibly go
wrong?

Unfortunately, three key ingredi-
ents required for a successful new
production launch were missing:

e The leadership team relied on
a production philosophy of lean
manufacturing but it did not take
the time to determine the potential
for production process variation dur-
ing the launch. This simple variation
created tremendous blocking in the
production process and shut down
required capacity with devastating
effect.



e The production people were
not properly trained to perform
the operations and activities required
in the time allotted. Management
assumed that the workforce would
learn as they performed, which cre-
ated huge hiccups in the process flow
and a great deal of frustration among
the operators and their supervisors.
Attempts to save training dollars up
front created major problems for this
plant during the critical startup when
people could not perform their jobs
as needed to keep pace with produc-
tion (let alone dealing with unantici-
pated problems). In addition,
employee turnover resulted and
compounded all the aforementioned
problems.

e Front-line supervisors did not
have the experience and were not
given the training to comprehend
production problems early on.
Therefore, they were unable to
respond to problems appropriately.
Continuous improvement activities
during and after the launch could
have tightened up the processes and
ensured cost effectiveness, but no
such mechanisms were proactively
created during planning.
Management assumed that things
were going to go as planned and
that contingency planning was
a waste of effort and resources.

They were guilty of underestimating
the complexity of managing new
processes, new people, and new
problems while over-estimating their

abilities to deal with the unforeseen.

Aftermath

The plant manager who was essen-
tially responsible for this startup

was terminated at the end of week
six of the ramp-up that never
ramped up. He found himself spend-
ing the next few months working

on his résumé and interviewing with
several non-automotive companies.
The production manager followed

a similar career path and found an
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equivalent position with a competi-
tor. Several other key staff members
were short-lived with this company
as well. But these were only the
individual costs. The short- and
long-term reputation of the organiza-
tion within the automotive industry
was greatly damaged. Word of the
debacle spread throughout their
world operations and among other
potential customers. An immediate
marketing campaign was waged at
great cost to soften the blow.

In addition, future programs were
lost to competitors because of this
reputation for failure. On the finan-
cial side, the corporate controller
stressed, “Even with the best-case
improvement scenario, over the
three remaining years, the program
would not facilitate a break-even
proposition because of the initial
failure.” The only reason this facility
survived the disaster was that the
deep pockets of the corporation
allowed it to weather the storm.
The company suffered millions of
dollars in penalties, air shipment
costs, wasted production, and lost
future business. By any measure-
ment, this new product was a
catastrophe.

The management team was late
for this production launch design
and the costs were tremendous,
both financially and in terms of
their reputation in the marketplace.
An appropriate investment in engi-
neering the manufacturing system
up front would have helped avoid
this failure. Even if a launch is
smooth, strong engineering of the
manufacturing system design by
experienced industrial engineering
professionals helps ensure efficiency,
proper integration with the rest of
the plant, true continuous improve-

ment, and long-term profitability.

Don't be late for launch
If you have ever gone through a
production launch that is tied to a
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specific and unforgiving production
ramp, you will understand the
importance of the lessons learned
from this and many similar experi-
ences in both the United States and
abroad. Management is faced with
the multifaceted task of balancing
preproduction costs with the likeli-
hood of post-production success.
However, even if the launch is not
a high risk, appropriate investment
in the professional engineering
design of the manufacturing system
will provide tremendous returns

in productivity immediately at
production launch.

At the same time, do not underes-
timate the importance of the human
component in the success of any new
product launch. The success of your
career may hang in the balance if you
are responsible for a new product
launch. In the words of one experi-
enced plant manager, “Launch suc-
cess is the delicate balance of a good
design and the people component
coming together with great planning
and effective execution ... and giving
yourself a margin for error ... without
which you might find yourself

looking for a new line of work.”
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